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Abstract CT-based finite element analysis (FEA) of
human bones helps estimate fracture risk in clini-
cal practice by linking bone ash density (ρash) to
mechanical parameters. However, phase field models
for fracture prediction require the heterogeneous frac-
ture toughnessGIc, which can be derived from the crit-
ical stress intensity factor KIc, determined through var-
ious experimental methods. Due to a lack of standards
for determining cortical bone’s KIc, an experimen-
tal campaign is presented using 53 cortical specimens
from two fresh frozen femurs to investigate whether
a correlation exists between KIc and ρash . We inves-
tigated various experimental techniques for correlat-
ing KIc with ρash . We conducted FEAs employing the
phase field method (PFM) to determine the most suit-
able correlation among the five possible ones stemming
from the experimental methods. The ASTM standard
using displacement at force application pointwas found
to be the recommended experimental method for the
estimation of KIc perpendicular to osteons’ direction

KIc[MPa
√
m]=1.89 (ρash[gr/cc])1.88 R2=0.5374.

The corresponding statistical critical energy release
rate bounds were determined:

GIc[N/m] = 321.94(ρash[gr/cc])1.69 × exp(±2SD),

M. Levy · Z. Yosibash (B)
School of Mechanical Engineering, The Iby and Aladar Fleis-
chman Faculty of Engineering, Tel-Aviv University, HaLevanon
st, Ramat Aviv 69978, Israel
e-mail: yosibash@tauex.tau.ac.il

with a standard deviation SD = 0.30 representing a
95.4% confidence interval. The average GIc resulted
in good correlations between the predicted fracture
force by PFM-FEA of four representative specimens
and experimental fracture forces. The proposed corre-
lations will be used in CT-based PFM FEA to estimate
the risk of hip and humeral fractures.

Keywords Fracture toughness · Cortical bone ·
Heterogeneous material · Phase field model

Notations

FPZ Fracture process zone
FM Fracture mechanics
L-C Longitudinal-circumferential
L-R Longitudinal-radial
ASTM American Society for Testing and Materials
LLD Load line displacement
COD Crack opening displacement
RILEM International unionof laboratories and experts

in construction materials, systems and struc-
tures (from the name in French)

3PB Three-point bending
SEN(B) Single-edge notched beam
DIC Digital image correlation
QCT Quantitative computed tomography
GV Gray value
HA Hydroxyapatite
HU Hounsfield units
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CTFEA Computed tomography based finite element
analysis

PFM Phase field model
SNES Scalable nonlinear equations solvers
TAO Toolkit for advanced optimization

Nomenclature

KIc Critical stress-intensity factor
GIc Critical energy-release rate
E Young’s modulus
λ And μ Lamé parameters
ν Poisson’s ratio
JIc Critical J-integral value
ρash Bone ash density
ρK2HPO4 Phantom’s density (qCT)
BV/T V Bone volume/total volume
L Specimen’s length
W Specimen’s width
B Specimen’s thickness
a0 Specimen’s notch length
ω Specimen’s notch angle
ρ Specimen’s notch tip radius
Ut Applied displacement
P/v Force/displacement
Pv
Q And PCOD

Q provisional fracture force calculated
from LLD and COD

Ci And Cu initial and ultimate compliance
R2 Coefficient of determination
� Energy functional
ε Linear strain tensor

σ 0 And σ Cauchy’s stress tensor associated
with undamaged and damaged state

u Displacement field
α Damage field

0 Internal length
� Specimen’s 2D domain
kres Residual stiffness
hmin And hmax minimum and maximum element

size
htop Element size where the displace-

ment is applied
y0 Displacement application length
�t Displacement load increment
PFE And PEXP force determined from FEA and

experimental results

1 Introduction

Analysis of computer tomography scans (CT scans)
enables the creation of patient-specific bone geometry,
and by correlating Young’s modulus with CT-derived
density values, it becomes possible to map the distri-
bution of material properties within the bone structure
(Keyak and Falkinstein 2003). These techniques, uti-
lized in CT-based finite element analyses (CTFEA),
may predict the mechanical behavior of healthy and
diseased femurs (Yosibash et al. 2007; Schileo et al.
2008a; Trabelsi et al. 2011; Yosibash et al. 2014). How-
ever, while CTFEA excels in predicting mechanical
responses, it struggles with accurately determining the
instance of fracture initiation based on a threshold prin-
cipal strain (Schileo et al. 2008; Yosibash et al. 2010).

Recent advancements in fracture initiation theories,
such as the phase fieldmodel (PFM), have attracted sig-
nificant interest for their potential to more accurately
predict bone failure load at the organ level. Initial trials
using PFMs for fracture prediction have shownpromise
(Shen et al. 2019; Hug et al. 2022; Preve et al. 2024).
Nonetheless, a critical challenge still lies in determin-
ing the fracture toughness (KIc or GIc) at the macro-
scale, which varies within bone and is presumed to be
correlated with bone ash density, yet its distribution
remains unknown. Additionally, there are no estab-
lished standards for bone fracture testing to measure
these properties.

Given the relevance of bone fractures under physio-
logical loading, particularly involving transverse crack
propagation, our focus is on the L-R direction (Fig. 1).

At the micro-scale cortical bone may exhibit minor
non-linearities as a result of toughening mechanisms
such as crack deflection, uncracked-ligament bridging
and micro-cracks (Zioupos and Currey 1998; Ritchie
et al. 2009; Zimmermann et al. 2010), but at the organ
level in long bones such as femurs, a brittle-like fracture
occurs (Juszczyk et al. 2011). Thus, the relation GIc =
K 2

I c(1 − ν2)/E is assumed to be valid (here ν is the
Poisson ratio). Tomeasure the fracture toughness at the
macro-level experimental protocols have to be applied,
but unfortunately, none exist for bones.

Several experimental techniques exist for measur-
ing KIc, such as those outlined in ASTM standards
(ASTM-E399 1990; ASTM-E1820 2011), employing
the PQ load (see Fig. 2a). However, as these stan-
dards are not tailored for bone, an alternative approach
introduced in Zioupos and Currey (1998) substitutes
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Fig. 1 Specimen types (Ritchie et al. 2005)

the maximum force Pmax , argued to better mimic
crackgrowth conditions.Anothermethod involves con-
sidering minor non-linearities as plastic phenomena,
constructing a J-R curve to derive JIc (see Fig. 2b), and
then determining KIc value following (ASTM-E1820
2011), as demonstrated in Ritchie et al. (2005), Koester
et al. (2008), Granke et al. (2015).

Alternatively, a fracture process zone (FPZ) approach
incorporating micro-cracks, used for concrete test-
ing applying RILEM standards (RILEM-TC-089-FMT
1991; Carpinteri et al. 2017) (see Fig. 2c) has been pro-
posed to assess bone KIc. The application of these
standards to notched bone specimens has yielded KIc

values, regardless of bone density, as summarized in
Table 1. Specimens were extracted from the mid-shaft
of human long bones, except in Carpinteri et al. (2017),

where bovine femurs were utilized (therefore, not pre-
sented). Given the significant variability in KIc values
obtained through the J-R curvemethod and considering
bone tissue’s quasi-brittle nature (Zioupos and Currey
1998; Granke et al. 2016), this particular method is
omitted from the present study.

To the best of our knowledge, GIc in transverse ori-
entation, required for a PFM analysis, has only been
determined by a graphical method considering the crit-
ical J -integral value, denoted Jini = 900− 1350 N/m
(Zioupos and Currey 1998). This value represents the
energy necessary for crack growth without assuming
linearity at the notch. No correlations are available
between a CT-based bone ash density ρash and KIc or
GIc. Establishing experimental relationshipGIc(ρash)

is mandatory for bone fracture prediction using CT
scans and PFM.

The closest-related former publications (Yeni et al.
1998; Yeni and Norman 2000b) investigated the cor-
relation between GIc and wet and dry apparent den-
sity, and the apparent and real percentage of min-
eral, organic, and water contents. Compact-tension
specimens were extracted from human femurs, pre-
cracked longitudinally, and tested to determine GIc

using the compliance method. Unfortunately, correla-
tions between qCT-based bone density and KIc or GIc

are not provided in the literature for cortical bone and
transverse crack propagation.

To fill this gap, an experimental campaign is pre-
sented by which three-point-bending (3PB) notched
human cortical bone specimens are used to determine
KIc(ρash) relationship in the transverse direction. The
ASTMandRILEMstandards are followed inour exper-
iments.

We used two fresh frozen femurs and performed
qCT scans to obtain the ρash distribution. We sliced
the femurs into 3PB specimens and inserted V-notches,
ensuring that the ρash is known at the V-notch tip. We
performed micro-CT scans on each 3PB specimen to
determine whether the density is constant along the V-
notch edge. This step helped us discard specimens that
had an inclined edge or a large distribution of den-
sities along the edge. 3PB tests with Digital Image
Correlation (DIC) were thereafter conducted to mea-
sure the Load Line Displacement (LLD), denoted as
v, and the Crack Opening Displacement (COD). Using
ASTM and RILEM standards, KIc for each specimen
was determined, based on which we established the
relationship KIc(ρash). KIc(ρash) and E(ρash) were
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Fig. 2 Typical curves of the three methods for KIc determination in bone specimens

Table 1 Past experimental results using 3PB or compact tension specimens. Specimens were taken from human cortical femurs (Fem)
or humeri (Hum). N/A - not available

Reference Anatomical site # of Spe. Direction. Method KIc
MPa

√
m

Zioupos and Currey (1998) Fem 30 L-C ASTM 5 − 7

Wang et al. (2002) Fem 30 N/A ASTM 5.23 ± 1.15

Nalla et al. (2005) Hum 3 L-C ASTM 5.3 ± 0.4

Nalla et al. (2005) Hum 3 C-R ASTM 2.2 ± 0.2

Koester et al. (2008)1 Hum 17 L-C J-R curve 1

Granke et al. (2015) Fem 62 N/A J-R curve 5 − 15

1Short pre-crack
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Fig. 3 Experimental flowchart - determine KIc(ρash) AClinical
CT scan of a human femur. B Cutting into specimens. C Spec-
imen polishing. D Notching. E Micro-CT. F 3PB setup. G DIC

setup. H Illustration test and DIC results. I ASTM & RILEM
standards (E399-90, TC-089-FMT)

Table 2 QCT-scan acquisition details

Parameters Bone 1# Bone 2#

In-plane resolution (mm) 0.3 0.21

Slice thickness (mm) 0.67 0.4

used to computeGIc(ρash). Finally, to identify the best
relationship, four representative test cases were ran-
domly selected and PFM-based Finite Element Analy-
ses (FEA) were performed.

This detailed process ensures that a reliable corre-
lation between bone density and fracture toughness is
found, which is crucial for predicting bone fractures
using CT scans and PFM methodologies.

2 Materials and methods

Fifty-eight specimens were extracted from two fresh-
frozen femoral bones following qCT of the whole
bones. The specimens were polished and notched at
their center, thereafter re-scanned by micro-CT. The
specimens were then painted to allow digital image
correlation (DIC) measurements while they were frac-

tured in a 3PB setup. The experimental flowchart, from
specimen preparation to post-processing of the fracture
tests, is illustrated in Fig. 3.

2.1 Estimation of ρash

Two femurs from 77-year-old donors, a female (bone
#1,weight: 112kg) and amale (bone #2,weight: 42kg),
with no history of skeletal diseases, were CT scanned
immersed in water with K2HPO4 phantoms. The clin-
ical qCT scanwas performed by aPhilips iCT256 scan-
ner(Eindhoven, Netherlands), without overlap, at 120
kVp and 300 mAs tube current as documented in Table
2.

Metal markers (blue circles in Fig. 4a) were attached
to the shaft so that all specimens cut from thebone could
be identified so to determine their spatial density dis-
tribution. An top view of the qCT scan with calibration
phantoms and density to HU correlation are shown in
Fig. 4.

The ash density ρash is associated with HUs by
Schileo et al. (2008a).

ρash = 0.877 × 1.15ρK2HPO4 + 0.08 [gr/cm3]
R2 = 0.997 (1)
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Fig. 4 Clinical qCT indicates the segmented part (delimited by dotted blue line), the z axis, the metal markers (surrounded by blue
circle) and the phantom tubes

Equation (1) provides the distribution ρash within
the 3PB extracted specimens, and especially at the
notch front, as illustrated in Fig. 5. Three average den-
sities were calculated for three cuboids of approximate
size 0.9×0.9×2.1 mm3 located along the notch front.

The density value ρash was taken as the average of the
density values.

By extractingL-R specimens (seeFig. 1),ρash varies
in the radial direction (the crack propagation direction)
whileρash along the notch frontwas inspected to ensure
it did not vary by more than 10% as observed in Fig. 5.
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Fig. 5 Estimation of ρash
in the vicinity of the notch
tips in the 3PB specimens

The density is highest at the outer surface of the bone
and decreases toward the inner surface of the bone. The
estimated ρash was validated by the micro-CT results
in Sect. 2.3.

2.2 Specimens preparation

The 58 single-edge notched beam (SEN(B)) spec-
imens, approximately 50mm long, were cut from the
femur shaft along L-R orientations using a Brilliant
220 cutting machine and a Proxxon 27006 disk saw
(see Fig. 6). The width and thickness of the specimens
ranged between 3.15−5.22 mm and 2.54−3.86 mm,
respectively. The specimens were polished using 150
and 240 grit sandpapers to obtain smooth surfaces for
3PB experiments.

Notches were inserted by an IsoMet Low Speed pre-
cision cutter and a GSP disk saw (see Fig. 7). The
notches had an angleω = 10◦ and a tip radius of 40–50
μmwith depth ratio a0/W ranged between 0.18−0.40.
The dimensions W, B were measured using a caliper
(0.01 mm resolution) and a0 using micro-CT data with
a resolution of 40 μm. The notch depth of a dozen of
specimens was also measured with an optical micro-
scope to validate the μCT-based measurements. The
specimen’s dimensions are reported in Table 3.

2.3 Micro-CT scans

The notched specimens were micro-CT scanned using
a μCT Nikon XT H 225 ST scanner. The scans were

Fig. 6 Representation of the femur, the 4 cylinders cut with Bril-
liantmachine and the specimens obtained after polishing (dashed
lines)

used to extract specimens’ microstructure and porosity
in the area of the notch. Specimens were immersed in
Ringer’s solution and scanned at 180 kVp, voxel size
of 40 μm3 and Hydroxyapatite (HA) phantoms (see
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Fig. 7 Notched specimens
and representation of notch
geometry, ω = 10◦,
w = 0.3 mm,
0.04 ≤ ρ ≤ 0.05 mm and
0.81 ≤ a0 ≤ 1.83 mm

Fig. 8). For the segmentation of the bone tissue a global
threshold HA was used, 1000 H Amg/cc (Shim et al.
2022) and corresponding threshold gray value (GV)
53600-56500 GV.

One may use the porosity to validate the qCT-
based density values especially regarding the speci-
mens excluded due to high variability in density values
along the notch front. We compared the 2D μCT-slice
at the notch front with the corresponding ones obtained
at the assumed slice in the clinical qCT-scan. A typical
example is shown in Fig. 9.

We also calculated the BoneVolume/TotalVolume
(BV/T V ) for three cuboids of approximate size 0.9×
0.9×2.1 mm3 located along the notch front. The aver-
aged BV/T V was correlated with the qCT-based ρash
density in Fig. 10 and as expected ρash increases as
porosity decreases i.e BV/T V increases.

2.4 3PB experiments

3PB experiments were performed using an Instron
68TM-30 testing machine with a 25 kN load cell
capacity. A loading rate of 1mm/min was applied,
and the force to load line displacement (LLD) curve
was recorded. If a 5% decrease in force was mea-
sured after the peak force, the RILEM standards were
applied, and the specimenwas unloaded at a rate of 0.75
mm/min, then reloaded until fracture. A 20th-order
one-dimensional median filter was applied to the mea-
sureddata to obtain a smooth force-displacement curve.
The force-displacement curves were used to determine
the load PQ (ASTM standards) and the loading and
unloading compliance, Ci and Cu (RILEM standards).

Two displacement measurements were recorded
during 3PB test: load line displacement (LLD denoted

also by v) and crack opening displacement (COD).
LLD is the crosshead displacement of the loading
machine, while COD is the displacement between the
two notch faces. COD is more sensitive and recom-
mended in the standards but LLD was used in past
experimental results probably due to technical diffi-
culties of a clip gauge. To overcome the technical dif-
ficulties we performed DIC measurements to measure
COD during the fracture test. We used Vic 3D software
v 7.2.6 (Correlated Solutions Incorporated) to record
the strains and COD via DIC technique.1 Two cameras
(5.0 Megapixel Digital Cameras USB-3, 30fps, Corre-
lated solutions), twomacro lenses (Tokina 100mm1:1)
and 4 light spots were used for the DIC. Analog data
from the Instron machine was synchronized with the
DIC images using a data acquisition card (USB-6212
by National Instruments, Austin, USA). A typical 3PB
experiment is shown in Fig. 11.

2.5 Quality control measures

We used micro-CT and DIC results to check for the
presence of notch defects, resulting in the exclusion
of 3 specimens (#12, #29 from bone #1 and #15 from
bone #2). Two specimens (#23 from bone #1 and #22
from bone #2) were excluded because ρash variations
exceeded 10% along the V-notch front. Thus exper-
imental correlations KIc(ρash) and GIc(ρash) were
determined using 53 specimens, 21 from bone #1 and
32 from bone #2.

Among all possible relations GIc(ρash) obtained by
the various experimental techniques, the one that best

1 Interrogation window size (subset in Vic 3D terminology) of
31 × 31 to 57 × 57 pixels with 75% overlap (8 to 14 pixels
separation between neighbouring window centroids) and pixel
size ranging between 4 to 9 μm.
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Table 3 3PB specimen dimensions: width W, thickness B and a0/W ratio. The span S = 36.5 mm and the specimen length L = 50
mm

Bone #1 Bone #2
Spe # W (mm) B (mm) a0/W Spe # W (mm) B (mm) a0/W

3 3.25 3.07 0.31 1 3.71 2.78 0.32

4 4.23 3.31 0.34 2 3.79 2.81 0.28

5 3.34 3.12 0.35 3 4.03 2.71 0.30

6 4.25 3.10 0.23 4 4.36 3.03 0.31

7 4.25 3.00 0.23 5 3.52 2.70 0.34

8 3.99 3.50 0.26 6 4.76 2.88 0.18

10 4.45 3.58 0.20 7 4.43 2.92 0.32

11 3.67 3.10 0.31 8 3.96 3.08 0.26

12 4.70 3.75 0.22 9 4.60 2.69 0.26

13 4.05 3.84 0.26 10 4.33 2.98 0.32

14 4.92 3.86 0.26 11 4.26 2.83 0.32

16 3.96 3.26 0.32 12 4.36 3.12 0.28

18 3.82 3.10 0.21 13 5.22 3.11 0.22

19 4.36 3.68 0.27 14 4.10 2.85 0.32

20 4.77 3.62 0.32 15 4.85 2.82 0.21

21 3.74 2.93 0.22 16 4.74 3.02 0.28

22 3.66 2.83 0.24 17 4.73 3.15 0.30

23 4.05 3.30 0.32 18 4.03 2.96 0.34

24 3.98 2.63 0.26 19 4.16 2.81 0.26

25 3.72 2.64 0.33 20 4.47 2.79 0.28

26 3.71 2.83 0.40 21 4.06 2.54 0.27

27 3.29 2.59 0.32 22 3.34 2.82 0.25

29 3.21 2.55 0.35 23 3.77 3.01 0.34

30 3.15 2.67 0.38 24 4.66 2.92 0.23

25 4.64 2.81 0.28

26 4.45 3.03 0.29

27 3.94 2.92 0.27

28 4.32 2.91 0.32

29 4.80 2.96 0.38

30 3.86 2.87 0.38

31 3.15 2.75 0.34

32 3.89 2.91 0.26

33 4.14 2.78 0.31

34 3.18 2.90 0.35

predicts the fracture load in the FEA (that mimics a
3PB experiments) should be recommended. We vali-
dated that the load-line displacement (LLD) measured
by the Instron machine corresponded to the displace-
ment Ut applied in the finite element (FE) model. We
used DIC measurements of the vertical displacement
at three different points on 3PB specimens and com-

pared them to the vertical displacement measured by
the Instron machine as shown in Fig. 12b. Any initial
zero displacement of the Instron machine associated
with a null force was removed during post-processing
of the experiments.
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Fig. 8 Micro-CT scan of the notched bone specimens and calibration of μCT GVs with HA phantoms

Fig. 9 Comparison between ρash distribution and porosity of
2D slices along the notch front extracted from clinical qCT and
segmented μCT images, respectively. The yellow square indi-

cates the size of the 2D area i.e 0.2 × 0.2 mm2 and the notch
front is indicated by a dashed red line

3 Experimental results

3.1 Measured KIc

The ASTM and RILEM standards assume specimens
made of a homogeneous and isotropicmaterial and sub-
jected to plane-strain loading conditions. ASTM also
involves the calculation of the load PQ and Pmax/PQ ≤
1.1 to ensure linear elastic behavior. RILEM is based
on the maximum force Pmax . Determining KIc based
on v we observed Pmax/Pv

Q > 1.1 for most of the
specimens indicating non-linearities. Determining KIc

based on COD we observed Pmax/PCOD
Q > 1.6 for

most of the specimens. We first present the correla-
tion between KIc vs. ρash using the power function for
all the specimens considered and using v and COD as
displacement measurements. The results of the exper-
iments from the different methods and their details are
reported in Appendices A and B (Tables 6, 7, 8 and 5).

Considering COD as displacement measurement,
RILEM results in higher fracture toughness values. It is
coherent to the purpose of this method giving less con-
servative values than standard methods. However the
use of Pmax instead of Pv

Q with ASTM gives similar
results compared to the RILEM applied using v as dis-
placement measurement (see Fig. 13). We also remark
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Fig. 10 Correlations between calculated BV/T V and qCT-
based ρash density for bone #1 (in blue), bone #2 (in orange)
and both bones (in black)

Fig. 11 Typical 3PB experimental setup of a notched bone spec-
imens with DIC

that RILEM method in not applicable for all the spec-
imens so the R2 could be slightly higher than the ones
resulting from ASTM method. Due to non-linearities
in the COD, PCOD

Q values and so KIc values are lower
(see Fig. 14) using COD as displacement measurement
with ASTMmethod. It may also explain the difference
in the power coefficients of the correlations with the
RILEM method.

3.2 KIc values vs. ρash density

Graphs presenting KIc as a function of ρash are given
in Figs. 13 and 14.

3.3 GIc as a function of ρash

Assuming plane-strain conditions:

GIc = K 2
I c(1 − ν2)

E
(2)

Using the validated E(ρash) correlation for human
cortical bone (Keller 1994):

E(ρash) = 10200ρ2.01
ash [MPa] R2 = 0.669 (3)

In (2) and assuming Poisson’s ratio ν = 0.3, one
obtains:

GIc(ρash)[N/m] = K 2
I c(ρash)(1 − ν2)

10200ρ2.01
ash

· 106

with ρash in gr/cc (4)

(a) v from DIC

0 0.1 0.2 0.3 0.4 0.5 0.6
v [mm]

0

20

40

60

80

100

120

Fo
rc

e 
P

 [N
]

(b) Comparison Instron/DIC

Fig. 12 Comparison between the LLD from the Instron machine and the vertical displacement measured by DIC at three points on the
specimen indicated in (a)
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Fig. 13 KIc vs ρash correlation by LLD (v). Upper left ASTM, Upper right ASTM using Pmax instead of Pv
Q , Down RILEM. Bone #1

(blue, circles), bone #2 (orange, squares) and both bones (black)
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Fig. 14 KIc vs ρash correlation by COD. Left ASTM, Right RILEM. Bone #1 (blue, circles), bone #2 (orange, squares) and both bones
(black)
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Fig. 15 Correlations between ρash and (a) KIc, (b) GIc estimated from experimental results

Table 4 Summary of the relationships KIc(ρash), correlation coefficients R2 and GIc(ρash). The ash density ρash is expressed in
gr/cc

Method KIc(ρash) R2 GIc(ρash)

[MPa
√
m] [N/m]

ASTM, COD KIc = 1.58ρ1.49
ash 0.6125 GIc = 223.63ρ0.92

ash

ASTM, v KIc = 1.89ρ1.88
ash 0.5374 GIc = 321.94ρ1.69

ash

ASTM (Pmax ), v KIc = 2.44ρ1.78
ash 0.5366 GIc = 537.19ρ1.51

ash

RILEM, COD KIc = 3.09ρ1.69
ash 0.4584 GIc = 853.61ρ1.36

ash

RILEM, v KIc = 2.62ρ1.49
ash 0.4694 GIc = 612.59ρ0.97

ash

The resulting correlations KIc(ρash) for the speci-
mens from the two bones and GIc(ρash) are presented
graphically in Fig. 15 and summarized in Table 4.

Five correlations have been estimated from the dif-
ferent experimental techniques. The most appropriate
one for predicting fracture load of human cortical bone
tissue was yet to be determined. This was accom-
plished by FE analyses that mimic the 3PB experi-
ments, employing the phase-field method and the five
GIc(ρash) correlations reported in Table 4.

4 FEAs to determine the appropriate GIc(ρash)

correlation

Among the five different GIc(ρash) correlations, one
should identify the “most appropriate” one - i.e. the
correlation that may predict by a FE analysis, imple-

menting the PFM, the 3PB experimental observations.
We selected the linear elastic AT1 PFM model for a
heterogeneous domain (Levy et al. 2024). Considering
the 2D plane-strain domain �, x ∈ � and the bound-
ary conditions presented in Fig. 16 we minimized with
respect to u and α ∈ [0, 1] the functional:
�(u, α) =

∫
�

1

2
σ(u, α) : ε(u)d�

+C
∫

�

GIc(ρash(x))

l0

(
α + l20 ||∇α||2

)
d�

(5)

Where u is the displacement field, ε is the strain
tensor and σ the stress tensor of the material expressed
as
σ(u, α) =

[
(1 − α)2 + kres

]
σ 0(u) (6)

withσ 0 corresponding to the stress field associatedwith
the undamaged state defined in (7) and α ∈ [0, 1] is the
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damage field, the value 0 corresponds to the undam-
aged state whereas the value 1 corresponds to the fully
damaged state. kres � 1 is a small parameter avoiding
a zero stiffness.

σ 0(u) = λtr(ε(u))I + 2με(u) in � (7)

λ andμ the Lamé parameters that are obtained from
the Young’s modulus (3) and the Poisson’s ratio (ν) by
the following relations:

λ = E(ρash(x))ν

(1 + ν)(1 − 2ν)
, μ = E(ρash(x))

2(1 + ν)
(8)

Remark 4.1 We use the AT1 value C = 3/8 in (5)
although this value was determined under the assump-
tions of a homogeneous 1D bar and has not yet
been thoroughly investigated for a heterogeneous GIc

changing along the crack path in 2D domain.

For the AT1 model (5) was minimized imposing the
irreversibility constraint (9) also referred as no-healing
condition:

α̇ ≥ 0 (9)

5 PFM–FEA

To mimic the 3PB experiments, plane-strain FE anal-
yses were performed using FEniCSx (Langtangen and
Logg 2017) (see Fig. 16), with specimen lengths of
Lsym = L/2 = 25 mm and symmetric boundary con-
ditions. An unstructured mesh was used having linear
triangular elements (TRI3) and mesh refinement h ∈
[hmin, hmax ] was applied such that hmax = 0.125 =
Lsym/200. The area of the notch tip was highly refined.
Displacement boundary conditions uy = Ut and uy =
0 in Fig. 16 were applied over lengths of 0.5 and 1
mm, respectively. To ensure numerical convergence,
we use a refinement ratio of 
0/hmin = 10 in the
actual/potential crack region and element size htop
varying from y0/80 to y0/800 in the area where ver-
tical displacement is applied. y0 = W/8 is the length
of the surface on which the force is applied. A stag-
gered solution scheme with an error tolerance of 10−5

was used for coupling of elastic and PF solutions. The
SNES and TAO solvers were used enforcing the irre-
versibility condition (9) by the Active Set Method.

Four 3PB specimens were chosen arbitrarily, cov-
ering a span of densities (#18 from bone #1 and #13,

#28, #29 from bone #2), to investigate if among the
five different GIc(ρash) correlations there exists one
which best fits the experimental observations. The ρash
distribution in the y−direction was determined based
on the qCT scan using a power fitting method. The
four specimens had the notch in the inner part (tra-
becular) so the crack is propagating towards the outer
stiffer part (cortical) as ρash increases, as presented
in Fig. 17a. No ρash variation in the longitudinal x-
direction was considered, as it is almost constant in the
notch region. Consequently, E and GIc are spatially
distributed only along the crack propagation direction
(y). The force PFE was computed where the displace-
ment Ut was applied. The loading history was defined
asUt = {0,�t , 2�t , ..., n�t }with�t = −0.005 mm.
n was determined so the FE analysis stopped at a 5%
decrease of the calculated force PFE .

For the AT1 model, (α = 1) is prescribed on the
notch faces as boundary conditions (Tanné et al. 2018).

The FE maximum force PFE
max is reported, because

a brittle fracture was noticed in the FEA, thus PFE
Q

is irrelevant. Investigation of the 
0 influence on PFE
max

shows a negligible effect (as expected for crack propa-
gation because 
0 affects crack nucleation (Tanné et al.
2018)). PFE

max vs 
0 for the four specimens is shown in
Fig. 17b. Across the four specimens, only a 1 − 2.5%
increase in Pmax is observed when 
0 is halved. We
chose the smallest value 
0 = 0.0125 mm in our PF
analyses.

Remark 5.1 Numerical corrections of GIc to account
for l0/h, such as reported in Levy et al. (2024), were
investigated, showing to have minor effect on the FE
results because of the high l0/hmin values.

The force-displacement curves obtained using the
five GIc(ρash) correlations for each specimen were
compared to the experimental P(v) data in Fig. 18.

In Fig. 19 we illustrate the relative difference in the
predicted fracture forces Pv

Q and PEXP
max for each spec-

imen using the various GIc(ρash) correlations.
It is observed that the correlationGIc = 321.94ρ1.69

ash
predicts the experimentalmaximumforce PEXP

max within
a 5%error range for three out of the four specimens (see
Fig. 19b). For specimen #13 the relative error in pre-
dicting PEXP

max exceeds 10% but this correlation accu-
rately predicts the Pv

Q force within a 5% error range

(see Fig19a). Therefore, GIc = 321.94ρ1.69
ash is identi-

fied as the most appropriate correlation.

123



Heterogeneous fracture toughness of human cortical bone tissue

Fig. 16 Right: FE model and boundary conditions of the 3PB experiment. The FE models are 25mm in length and the half-span is
18.25 mm. Left: The FE refined mesh along the anticipated crack path

Fig. 17 a ρash(y) in the y-direction of the four 3PB specimens. b Sensitivity analysis for 
0, 
0 = 0.05, 0.025, 0.0125 mm. c Force
versus displacement for 
0 = 0.0125 mm, and specimen #13. The correlation GIc(ρash) = 321.94ρ1.69

ash is used in (b) and (c)
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Fig. 18 Comparison between experimental (Instron) force-displacement curves and FEA computed ones for the four specimens

Although the computed maximum force well pre-
dicts the experimental observations, the force-
displacement slopes in Fig. 18 overestimate the exper-
imental ones.

In the experimental setting, a rigid body deflection
of the specimen may occur due to the soft bone tis-
sue residing on the two steel cylinders used as a sup-
port. To eliminate this unknown rigid body-motion (not
simulated by the FEA), we considered the force-strain
response. The εxx strain measured by DIC at a point
P0 (see Fig. 20a) on specimen #13 was compared to the
FEA computed strain in Fig. 20b. One may observe a
much better match of the slopes, indicating as expected

a rigid body motions and additional vertical displace-
ment due to the 3PB test setup. This analysis was per-
formed for the three other specimens obtaining similar
results, suggesting a possible mismatch between the
boundary conditions applied in the FEA and the exper-
imental ones.

The complex microstructure of bone results in crack
tortuosity. Examining the evolution of the measured
DIC εxx for sample #13, for example, as shown in
Fig. 21, the onset of damage is observed (particularly in
Fig. 21b) at a force between Pv

Q and PEXP
max . The spec-

imen fractures immediately after P = PEXP
max , exhibit-

ing tortuosity (seeFig. 21d),whichmaybe related to the
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(a) PFE
max vs. P v

Q (b) PFE
max vs. PEXP

max

Fig. 19 Relative difference between PFE
max and Pv

Q , P
EXP
max mea-

sured from the experiments using v as displacement measure-
ment for the 4 specimens (Spe# 28, 29, 18, 13, left to right) and

the 5 correlations: GIc = 223.63ρ0.92
ash (◦), GIc = 321.94ρ1.69

ash
(×), GIc = 537.19ρ1.51

ash (+), GIc = 853.61ρ1.36
ash (�), GIc =

612.59ρ0.97
ash (♦)

(a) εxx [μstrains] from DIC
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(b) Comparison DIC/FEA

Fig. 20 εxx measured by DIC at the point P0 on specimen #13. A filter size of 25 was used with Vic3D (a). Force vs. εxx - Experiment
and calculated by FEA using GIc = 321.94ρ1.69

ash (b)

toughening mechanisms described in the literature for
cortical bone fracture (Nalla et al. 2005; Ritchie et al.
2009; Zimmermann et al. 2010; Libonati and Vergani
2016). This behavior was observed in the DIC images
for most specimens.

Hence, the use of ASTM standards with PEXP
max

instead of Pv
Q may overestimate KIc values, which

explains the overestimation of PEXP
max in FEA using the

associated correlation GIc(ρash). Using RILEM stan-
dards with v as the displacement measurement leads to
similar results.
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Fig. 21 Evolution of the strains εxx [μstrains] measured by DIC
from P = Pv

Q to fracture (P > PEXP
max ) for specimen #13. A fil-

ter size of 25 was used to calculate the strains with Vic3D (DIC).

The damage initiation (loss of data points) is indicated with a
black arrow

6 Uncertainty quantification for GIc(ρash)

correlation

The scattering of experimental data for the averaged
correlation GIc = 321.94ρ1.69

ash was expected for the
biological tissue, see Figs. 13 and 14. A random-field
analysis for KIc(ρash) andGIc(ρash) relationshipswas
performed (see Appendix C), and the implied influence
on the variance in the maximum force PFE

max was com-
puted.

Following (Wille et al. 2012) a stochastic rela-
tionship KIc − ρash was formulated, determining
the two standard deviations upper and lower values
(Kupper

I c (ρash) and Klower
I c (ρash)), so 95.4% of the

experimental data are between the bounds) for the
KIc = 1.89ρ1.88

ash correlation (see Fig. 22a). Based on

it, the stochastic relationship

GIc = 321.94ρ1.69
ash · exp(±2SD) (10)

was also determined obtaining SD = 0.30. The lower
and upper bounds for GIc − ρash relationship are
depicted in Fig. 22b. These correlations are imple-
mented in the PFM analysis to evaluate the interval
of confidence associated with PFE

max , the fracture force
predicted by the PFM.

One may note the excellent correlation of the com-
puted mean value for fracture when compared to
the experimental maximum load at fracture, and the
increase in the uncertainty for the higher ash density
values (see Fig. 23).
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Fig. 22 Upper and lower 2SD bounds for a KIc, b GIc. SD for KIc is 0.15 and SD for GIc is 0.30

Fig. 23 PFM average, upper and lower bounds (±2SD) for the
computed fracture load (PFE

max ) for the four randomly selected
specimens, compared to the experimental values

7 Summary and conclusions

Five experimental techniques were investigated to
obtain a KIc vs. ρash correlations, resulting in five
KIc(ρash) relationships with R2 = 0.46 − 0.61. QCT
scans of the entire bone followed by μCT of the
extracted specimens allowed for the determination of
ρash in the notch front, ensuring minimal variation
along the notch. The correlations from bone #2 were
more significant due to a broader density range and
better specimen preparation, leveraging the experience
from bone #1.

In theL-Rorientation, theASTMstandard using dis-
placement at the force application point and PQ was

found to be the recommended experimental method,
obtaining KIc in the range 0.78 - 4.35 MPa

√
m similar

to the literature range of 2.2-7 MPa
√
m. It is impor-

tant to note that many values in past literature used
maximum force and different orientations. The frac-
ture toughness range for ρash = 0.81− 1.42 gr/cc was
GIc = 88 − 1010 N/m, comparable to data in past lit-
erature for human long bones (in the L-C orientation),
reported to be 150 − 830 N/m (Norman et al. 1995;
Yeni et al. 1998; Yeni and Norman 2000b).

To the best of our knowledge, the only existing cor-
relation GIc(ρash) (in L-C orientation) was provided
byYeni et al. (1998),with R2 = 0.20−0.35. Therefore,
our results appear to be the most significant reported to
date.

Validating the GIc(ρash) correlations with FE anal-
yses for four randomly selected specimens identified
the correlation GIc = 321.94ρ1.69

ash as the most appro-
priate to reproduce experimental results in terms of
Pmax . This correlation followed the ASTM standard,
considering v as the displacement measurement. A sta-
tistical analysis was also performed, assuming a nor-
mal distribution, resulting in lower and upper bounds
for GIc(ρash) with a standard deviation of 0.30, i.e.
for a 95.4% confidence interval GIc = 321.94ρ1.69

ash ·
exp(±2SD).
Limitations:

Several limitations are important to notice.

• Although a large number of samples were tested,
they were extracted from two donors, while pre-
vious studies have reported results based on 10
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(Zioupos and Currey 1998) to more than 30 donors
(Yeni et al. 1998; Wang et al. 2002; Granke et al.
2015).

• There were few specimens with low ρash values.
• Bone fracture toughness may be dependent on
other parameters as environment (Shin et al. 2022),
aging (Zioupos and Currey 1998; Koester et al.
2011), microstructural parameters like porosity and
osteon density (Yeni et al. 1997), cement lines (Yeni
andNorman 2000a), and compositional parameters
such as water content (Granke et al. 2015), collagen
integrity (Wang et al. 2002), and tissue heterogene-
ity (Katsamenis et al. 2015). These parameterswere
not considered in our investigation.

• The finite element analysis (FEA) was conducted
without incorporating multi-scale
modeling approaches. As a result, toughening
mechanisms such as crack deflection and other
microstructure-related effects in cortical bone,which
may influence the experimental results, were not
explicitly accounted for in the simulations.
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Appendix A Experimental results using ASTM
standards

Table 5 ac and KIc values calculated from specimens of bone 2# with RILEM standards (RILEM-TC-089-FMT 1991) using LLD
(v) and COD associated with qCT-based density ρash and Young modulus E

Spe # ρash E aCOD
c /a0 av

c /a0 KCOD
Ic

K v
Ic

[gr/cc] [GPa] [MPa
√
m] [MPa

√
m]

1 1.36 19.22 1.21 1.02 5.06 4.31

2 0.81 6.32 N/A N/A N/A N/A

3 1.14 12.74 1.37 0.97 3.91 2.86

4 1.28 16.14 1.40 1.09 4.67 3.56

5 1.39 19.99 1.41 0.96 6.22 4.07

6 1.23 15.82 1.52 1.02 4.47 3.52

7 1.12 13.20 1.21 0.97 4.59 3.79

8 1.21 14.26 1.38 0.98 4.73 3.65

9 1.35 18.70 1.79 1.28 6.08 4.23

10 1.27 17.37 1.21 1.03 4.83 4.16

11 1.21 15.18 1.28 1.07 4.05 3.38

12 1.33 17.58 1.33 1.03 4.06 3.28

13 1.39 19.95 N/A N/A N/A N/A

14 1.10 13.92 1.15 0.94 3.65 3.09

16 1.35 18.54 1.21 0.97 4.72 4.01

17 1.37 19.13 1.47 1.12 5.79 4.41
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Table 5 continued

Spe # ρash E aCOD
c /a0 av

c /a0 KCOD
Ic

K v
Ic

[gr/cc] [GPa] [MPa
√
m] [MPa

√
m]

18 1.28 17.22 N/A N/A N/A N/A

19 1.29 16.21 1.33 1.02 4.85 3.95

20 1.40 19.60 1.44 1.13 5.48 4.36

21 1.42 20.77 N/A N/A N/A N/A

23 1.13 12.11 1.14 1.00 3.42 3.04

24 1.28 16.05 1.55 1.05 5.90 4.35

25 1.34 18.37 N/A N/A N/A N/A

26 1.24 15.71 1.20 0.98 4.71 3.95

27 1.32 18.01 1.08 0.95 2.75 2.40

28 1.03 11.71 1.18 0.87 3.35 2.46

29 1.11 13.27 1.31 0.85 3.36 2.70

30 0.84 6.76 1.06 0.95 2.61 2.12

31 1.05 10.94 1.18 0.88 4.80 3.41

32 1.32 17.73 N/A N/A N/A N/A

33 1.31 17.73 1.18 1.04 2.75 2.40

34 1.02 10.38 1.18 1.04 4.80 3.41

Table 6 PQ , Pmax and KIc values calculated from specimens of bone 1# with ASTM standards (ASTM-E399 1990) using LLD (v)
and COD associated with qCT-based density ρash and Young modulus E

Spe # ρash E PCOD
Q Pv

Q Pmax KCOD
Ic

K v
Ic

K Pmax
Ic

[gr/cc] [GPa] [N] [N] [N] [MPa
√
m] [MPa

√
m] [MPa

√
m]

3 1.29 16.85 22.53 34.73 42.03 2.27 3.50 4.24

4 1.26 16.47 33.50 46.22 60.88 2.29 3.16 4.17

5 1.18 14.51 17.51 25.45 35.98 1.82 2.65 3.74

6 1.26 16.16 35.82 54.82 66.18 1.95 2.99 3.61

7 1.24 15.62 31.22 54.15 64.19 1.76 3.06 3.63

8 1.22 15.21 33.04 55.25 68.51 1.88 3.14 3.90

10 1.29 17.05 56.60 107.14 115.94 2.30 4.35 4.72

11 1.23 15.37 23.75 36.59 44.69 1.95 3.01 3.67

13 1.23 15.39 31.17 51.41 59.44 1.58 2.61 3.02

14 1.27 16.30 50.92 82.13 108.39 1.93 3.11 4.12

16 1.12 12.49 31.67 39.17 48.05 2.29 2.84 3.49

18 1.22 15.72 35.06 46.04 58.20 2.11 2.78 3.52

19 1.25 15.96 44.08 61.07 80.67 2.15 2.98 3.95

20 1.24 15.74 49.42 58.05 81.98 2.40 2.82 3.99

21 1.19 14.81 31.24 40.11 52.48 2.13 2.74 3.58

22 1.12 13.37 31.88 43.50 51.10 2.42 3.31 3.90

24 1.17 14.25 30.94 38.48 51.18 2.33 2.90 3.85

25 1.17 13.76 16.91 18.30 22.08 1.67 1.81 2.18
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Table 6 continued

Spe # ρash E PCOD
Q Pv

Q Pmax KCOD
Ic

K v
Ic

K Pmax
Ic

[gr/cc] [GPa] [N] [N] [N] [MPa
√
m] [MPa

√
m] [MPa

√
m]

26 1.11 12.48 16.27 17.11 25.37 1.82 1.92 2.83

27 1.16 13.33 17.36 21.43 29.07 2.09 2.59 3.54

30 1.23 15.16 17.47 18.84 23.80 2.55 2.75 3.50

Appendix B Experimental results using RILEM
standards

Table 7 PQ , Pmax and KIc values calculated from specimens of bone 2# with ASTM standards (ASTM-E399 1990) using LLD (v)
and COD associated with qCT-based density ρash and Young modulus E

Spe # ρash E PCOD
Q Pv

Q Pmax KCOD
Ic

K v
Ic

K Pmax
Ic

[gr/cc] [GPa] [N] [N] [N] [MPa
√
m] [MPa

√
m] [MPa

√
m]

1 1.36 19.22 28.28 32.07 45.74 2.62 2.97 4.23

2 0.81 6.32 10.22 9.74 11.51 0.82 0.78 0.92

3 1.14 12.74 23.74 31.06 36.87 1.88 2.47 2.93

4 1.28 16.14 27.73 31.59 50.01 1.83 2.09 3.31

5 1.39 19.99 24.86 29.76 38.57 2.71 3.24 3.63

6 1.23 15.82 49.95 66.22 80.29 2.17 2.87 3.49

7 1.12 13.20 31.16 42.61 57.40 2.10 2.87 3.87

8 1.21 14.26 33.20 43.92 56.92 2.15 2.85 3.70

9 1.35 18.70 40.94 47.82 59.22 2.43 2.84 3.51

10 1.27 17.37 37.21 46.57 59.03 2.54 3.18 4.04

11 1.21 15.18 31.66 33.67 42.47 2.37 2.52 3.19

12 1.33 17.58 35.25 43.78 55.05 2.05 2.55 3.22

13 1.39 19.95 67.86 94.17 109.75 2.64 3.67 4.28

14 1.10 13.92 26.40 32.75 41.55 2.05 2.54 3.24

16 1.35 18.54 49.57 59.49 77.12 2.62 3.15 3.87

17 1.37 19.13 49.30 58.24 74.66 2.64 3.12 4.01

18 1.28 17.22 30.97 36.77 50.70 2.50 2.96 4.09

19 1.29 16.21 37.48 48.38 58.37 2.49 3.22 3.89

20 1.40 19.60 40.90 46.56 63.45 2.56 2.92 4.09

21 1.42 20.77 33.57 44.71 51.90 2.63 3.03 4.08

23 1.13 12.11 21.40 26.38 34.61 1.87 2.30 3.03

24 1.28 16.05 47.75 63.31 83.37 2.42 3.20 4.23

25 1.34 18.37 42.73 54.46 75.81 2.51 3.20 4.47

26 1.24 15.71 33.48 43.59 51.65 2.00 2.60 3.08

27 1.32 18.01 30.98 39.26 40.02 1.69 1.81 2.33

28 1.03 11.71 24.16 30.64 39.61 1.91 2.14 2.77

29 1.11 13.27 27.35 37.15 39.98 1.42 1.61 2.34

30 0.84 6.76 14.44 16.37 24.97 1.77 2.14 2.55
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Table 7 continued

Spe # ρash E PCOD
Q Pv

Q Pmax KCOD
Ic

K v
Ic

K Pmax
Ic

[gr/cc] [GPa] [N] [N] [N] [MPa
√
m] [MPa

√
m] [MPa

√
m]

31 1.05 10.94 14.18 17.09 20.43 1.60 1.82 2.47

32 1.32 17.73 35.46 47.78 53.74 2.14 2.99 3.83

33 1.31 17.73 26.82 40.28 48.61 2.14 2.99 3.83

34 1.02 10.38 13.60 14.18 19.15 1.65 1.72 2.33

Appendix C Stochastic GIc − ρash correlation

After transforming the KIc experimental data to a dou-
ble logarithmic scale, we apply the linear regression
model:

ln(KIc) = A∗ + B∗ ln(ρash) + X, (C.1)

where X represents random deviations assumed to be
normally distributed, and A∗ and B∗ are the intercept
and slope, respectively. Assuming the residuals ri fol-
low Y ∼ N (0, s2Y ), we express the KIc correlation in
the stochastic form:

Ksto
I c = AρB

ash · Z , (C.2)

Table 8 ac and KIc values calculated from specimens of bone 1# with RILEM standards (RILEM-TC-089-FMT 1991) using LLD
(v) and COD associated with qCT-based density ρash and Young modulus E

Spe # ρash E aCOD
c /a0 av

c /a0 KCOD
Ic

K v
Ic

[gr/cc] [GPa] [MPa
√
m] [MPa

√
m]

3 1.29 16.85 1.21 1.02 5.03 4.30

4 1.26 16.47 1.33 1.12 5.70 4.68

5 1.18 14.51 1.14 1.00 4.26 3.74

6 1.26 16.16 1.28 1.03 4.26 3.68

7 1.24 15.62 N/A N/A N/A N/A

8 1.22 15.21 N/A N/A N/A N/A

10 1.29 17.05 1.50 0.98 6.10 4.68

11 1.23 15.37 N/A N/A N/A N/A

13 1.23 15.39 1.20 1.01 3.46 3.04

14 1.27 16.30 1.30 1.06 5.02 4.29

16 1.12 12.49 1.56 1.09 5.08 4.13

18 1.22 15.72 N/A N/A N/A N/A

19 1.25 15.96 N/A N/A N/A N/A

20 1.24 15.74 N/A N/A N/A N/A

21 1.19 14.81 1.25 0.98 4.14 3.53

22 1.12 13.37 1.44 1.10 5.08 4.13

24 1.17 14.25 1.56 1.12 5.61 4.17

25 1.17 13.76 1.12 0.97 2.42 2.23

26 1.11 12.48 1.12 0.97 3.24 2.74

27 1.16 13.33 1.14 0.90 3.85 3.26

30 1.23 15.16 1.14 1.05 4.06 3.70
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where Z = exp(Y ) and the residuals are independent
and normally distributed with mean 0 and standard
deviation sY . For N = 53 measurements, sY is esti-
mated as:

sY =
√∑N

i=1 r
2
i

N − 2
. (C.3)

A 95.4% confidence interval for Ksto
I c are given by

the upper and lower bounds:

Kupper
I c = AρB

ash · exp(+2sY ),

Klower
I c = AρB

ash · exp(−2sY ). (C.4)

The median of the log-normal error term (Z =
exp(0) = 1) corresponds to the deterministic corre-
lation KIc = AρB

ash .
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